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#### Abstract

Let $\Phi_{m}(x)=-x^{m} \psi^{(m)}(x)$, where $\psi$ denotes the logarithmic derivative of Euler's gamma function. Clark and Ismail prove in a recently published article that if $m \in\{1,2, \ldots, 16\}$, then $\Phi_{m}^{(m)}$ is completely monotonic on $(0, \infty)$, and they conjecture that this is true for all natural numbers $m$. We disprove this conjecture by showing that there exists an integer $m_{0}$ such that for all $m \geqslant m_{0}$ the function $\Phi_{m}^{(m)}$ is not completely monotonic on $(0, \infty)$. © 2005 Elsevier Inc. All rights reserved. Keywords: Completely and absolutely monotonic functions; Polygamma functions; Infinite series; Inequalities


## 1. Introduction

Let $f:(a, b) \rightarrow \mathbf{R}$ be a function, which has derivatives of all orders. Then, $f$ is called absolutely monotonic, if

$$
\begin{equation*}
f^{(n)}(x) \geqslant 0 \quad \text { for all } \quad x \in(a, b) \quad \text { and } \quad n=0,1,2, \ldots \tag{1.1}
\end{equation*}
$$

And, $f$ is said to be completely monotonic, if

$$
\begin{equation*}
(-1)^{n} f^{(n)}(x) \geqslant 0 \quad \text { for all } \quad x \in(a, b) \quad \text { and } \quad n=0,1,2, \ldots \tag{1.2}
\end{equation*}
$$

[^0]The connection between these classes of functions is obvious: $f$ is completely monotonic on $(a, b)$ if and only if $x \mapsto f(-x)$ is absolutely monotonic on $(-b,-a)$.

Absolutely and completely monotonic functions have remarkable applications. In view of their importance in probability theory, numerical analysis, potential theory, and other fields these functions have been studied by many authors. We refer to [14, Chapter IV], where the basic properties of absolutely and completely monotonic functions are collected. Interesting historical facts on these and related classes of functions can be found in $[4,13$, Section 82]. A detailed list of references on completely monotonic functions is given in [2,3].

In this paper, we are concerned with functions, which are defined on $(0, \infty)$. Therefore, throughout, ' $f$ is absolutely (resp. completely) monotonic' means that (1.1) (resp. (1.2)) holds with $a=0$ and $b=\infty$. An important characterization of completely monotonic functions was given by Bernstein, who proved that $f$ is completely monotonic if and only if

$$
f(x)=\int_{0}^{\infty} e^{-x t} d \mu(t)
$$

where $\mu$ is a non-negative measure on $[0, \infty)$ such that the integral converges for all $x>0$. See [14, p. 161].

The logarithmic derivative of Euler's gamma function, $\psi=\Gamma^{\prime} / \Gamma$, is known in the literature as digamma or psi function. The derivatives $\psi^{\prime}, \psi^{\prime \prime}, \ldots$ are called polygamma functions. The following integral and series representations are valid for $x>0$ and $n \in \mathbf{N}$ :

$$
\begin{equation*}
\psi^{(n)}(x)=(-1)^{n+1} \int_{0}^{\infty} e^{-x t} \frac{t^{n}}{1-e^{-t}} d t=(-1)^{n+1} n!\sum_{k=0}^{\infty} \frac{1}{(x+k)^{n+1}} \tag{1.3}
\end{equation*}
$$

See [1, p. 260]. We note that (1.3) implies that for all $n \in \mathbf{N}$ the function $\left|\psi^{(n)}\right|$ is completely monotonic.

In a recently published paper, Clark and Ismail [5] introduce the functions

$$
G_{m}(x)=x^{m} \psi(x) \quad \text { and } \quad \Phi_{m}(x)=-x^{m} \psi^{(m)}(x)
$$

They prove that $G_{m}^{(m+1)}$ is completely monotonic for $m=1,2, \ldots$ and that $\Phi_{m}^{(m)}$ is completely monotonic for $m=1,2, \ldots, 16$. Clark and Ismail conjecture that $\Phi_{m}^{(m)}$ is completely monotonic for all natural numbers $m$. It is the aim of this paper to disprove this conjecture. Indeed, in Section 3 we establish:

Theorem 1.1. There exists an integer $m_{0}$ such that for all $m \geqslant m_{0}$ the function $\Phi_{m}^{(m)}$ is not completely monotonic.

It might be surprising that in the proof of Theorem 1.1 a key role is played by the function $H(x)=\sum_{k=1}^{\infty}(1 / k) \sin (x / k)$, which was studied by Hardy and Littlewood in 1936. In the next section we investigate the behaviour of $H(x)$ for large $x$.

## 2. A function of Hardy and Littlewood

Some problems on Lambert summability led Hardy and Littlewood [8] to the function

$$
\begin{equation*}
H(x)=\sum_{k=1}^{\infty} \frac{1}{k} \sin \left(\frac{x}{k}\right), \quad x \in \mathbf{C} \tag{2.1}
\end{equation*}
$$

It is an odd entire function, and inserting the power series for the sine function we get the representation

$$
\begin{equation*}
H(x)=\sum_{k=1}^{\infty}(-1)^{k-1} \frac{\zeta(2 k)}{(2 k-1)!} x^{2 k-1} \tag{2.2}
\end{equation*}
$$

showing that $H$ is of exponential type:

$$
\begin{equation*}
|H(x)| \leqslant \frac{\pi^{2}}{6} \sinh (|x|) \leqslant \frac{\pi^{2}}{12} \exp (|x|), \quad x \in \mathbf{C} \tag{2.3}
\end{equation*}
$$

Using that $|\sin (x)| \leqslant|x|$ for $x \in \mathbf{R}$ we obtain the elementary bound

$$
|H(x)| \leqslant \frac{\pi^{2}}{6}|x|, \quad x \in \mathbf{R}
$$

where the constant factor $\pi^{2} / 6$ is best possible. Since the power series in (2.2) is related to the sine series one might expect that $H$ is bounded on the real axis. This is not so as it was shown by Hardy and Littlewood using a number theoretic approach. They constructed a sequence $y_{k} \rightarrow \infty$ such that $H\left(y_{k}\right)>C\left(\log \log y_{k}\right)^{1 / 2}$. Flett [6] continued the study of $H$ and established that for every $\varepsilon>0$ :

$$
H(x)=O\left((\log x)^{3 / 4}(\log \log x)^{\varepsilon+1 / 2}\right), \quad x \rightarrow \infty
$$

A simple calculation gives $(-1)^{k} H^{\prime}(k \pi)>0$ for $k=0,1, \ldots$. This implies that $H$ attains a local maximum in $[2 n \pi,(2 n+1) \pi]$ and a local minimum in $[(2 n+1) \pi,(2 n+2) \pi]$, $n=0,1, \ldots$.

Our proof of Theorem 1.1 depends on the fact that $H$ can attain arbitrary large negative values. Such a result is not mentioned in [6,8], but is important for the main result of this paper, since we prove that the conjecture of Clark and Ismail is equivalent to the inequality $H(x) \geqslant-\pi / 2$ for $x>0$. A computer plot reveals that $H(x)>-0.5$ for $0<x<1000$; see [7]. We also remark that $H\left(x_{0}\right)=0$, where $x_{0}=48.2 \ldots$ and that $H(x)>0$ for $0<x<x_{0}$.

We show below that the proof in [8] can be modified to show that there exists a sequence $x_{k} \rightarrow \infty$ such that $H\left(x_{k}\right)<-C\left(\log \log x_{k}\right)^{1 / 2}$. The result of Hardy and Littlewood and the corresponding result for large negative values can be expressed by the statement

$$
H(x)=\Omega_{ \pm}\left((\log \log x)^{1 / 2}\right), \quad x \rightarrow \infty
$$

That such an extension is possible was observed by Pétermann [10, p. 73]. In this and subsequent work he proved $\Omega_{ \pm}$-estimates for classes of functions including the HardyLittlewood function; see [11,12].

For $x>0$ we define

$$
H_{*}(x)=\sum_{k=1}^{[x]} \frac{1}{k} \sin \left(\frac{x}{k}\right) \quad \text { and } \quad H^{*}(x)=\sum_{k=[x]+1}^{\infty} \frac{1}{k} \sin \left(\frac{x}{k}\right),
$$

where $[x]$ denotes the greatest integer not greater than $x$. Let $x \geqslant 2$. Since $y \mapsto(1 / y) \sin (x / y)$ is decreasing on $[[x], \infty)$, we get

$$
\begin{equation*}
\int_{[x]+1}^{\infty} \frac{1}{y} \sin \left(\frac{x}{y}\right) d y \leqslant H^{*}(x) \leqslant \int_{[x]}^{\infty} \frac{1}{y} \sin \left(\frac{x}{y}\right) d y . \tag{2.4}
\end{equation*}
$$

The sine integral is defined by $\operatorname{Si}(x)=\int_{0}^{x} \sin (t) / t d t$. Substituting $t=x / y$ we conclude from (2.4) that

$$
0.65 \ldots=\operatorname{Si}(2 / 3) \leqslant \operatorname{Si}(x /([x]+1)) \leqslant H^{*}(x) \leqslant \operatorname{Si}(x /[x]) \leqslant \operatorname{Si}(3 / 2)=1.32 \ldots
$$

In particular, we obtain $\lim _{x \rightarrow \infty} H^{*}(x)=\operatorname{Si}(1)=0.94 \ldots$.
Let $M$ be the set of natural numbers $q$ such that all prime factors of $q$ are of the form $4 n+1$, that is

$$
M=\{1,5,13,17,25,29,37,41,45, \ldots\}
$$

and let $N(n)=\#\{q \in M \mid q \leqslant n\}$, where $n \geqslant 0$. In [9] Landau proved that

$$
B(x) \sim b x / \sqrt{\log x}, \quad x \rightarrow \infty
$$

where $B(x)$ denotes the number of integers $n \leqslant x$, which can be written as the sum of two squares, and $b>0$ is an explicit constant. From this we can deduce that there exists a positive constant $C^{*}$ such that

$$
\begin{equation*}
N(n) \geqslant C^{*} n / \sqrt{\log n}, \quad n>1 \tag{2.5}
\end{equation*}
$$

as stated in [8].
For $k \in \mathbf{N}$ we define

$$
\begin{equation*}
K=K(k)=\prod_{\substack{q=1 \\ q \in M}}^{4 k+1} q \quad \text { and } \quad x_{j}=(4 j+3) K \frac{\pi}{2}, \quad \text { where } \quad j=1, \ldots, K \tag{2.6}
\end{equation*}
$$

Then we have:
Theorem 2.1. For every $k \in \mathbf{N}$ there exists an integer $j_{k} \in\{1, \ldots, K(k)\}$ such that

$$
H_{*}\left(x_{j_{k}}\right) \leqslant a-b \sqrt{\log k}
$$

where $a, b>0$ are real constants independent of $k$.
Proof. Let $k \in \mathbf{N}$ and $j \in\{1, \ldots, K\}$. We write $H_{*}\left(x_{j}\right)=A_{j}+B_{j}$ with

$$
A_{j}=\sum_{n=1}^{K} \frac{1}{n} \sin \left(\frac{x_{j}}{n}\right) \quad \text { and } \quad B_{j}=\sum_{n=K+1}^{\left[x_{j}\right]} \frac{1}{n} \sin \left(\frac{x_{j}}{n}\right)
$$

and claim that

$$
\begin{equation*}
\left|B_{j}\right| \leqslant C_{1}, \tag{2.7}
\end{equation*}
$$

where $C_{1}$ is independent of $k$. Applying the mean value theorem we get

$$
\begin{aligned}
B_{j}-\int_{K+1}^{\left[x_{j}\right]+1} \frac{1}{y} \sin \left(\frac{x_{j}}{y}\right) d y= & \sum_{n=K+1}^{\left[x_{j}\right]} \int_{n}^{n+1}\left(\frac{1}{n} \sin \left(\frac{x_{j}}{n}\right)-\frac{1}{y} \sin \left(\frac{x_{j}}{y}\right)\right) d y \\
= & \sum_{n=K+1}^{\left[x_{j}\right]} \int_{n}^{n+1}(n-y)\left(-\frac{1}{\xi^{2}} \sin \left(\frac{x_{j}}{\xi}\right)\right. \\
& \left.-\frac{x_{j}}{\xi^{3}} \cos \left(\frac{x_{j}}{\xi}\right)\right) d y
\end{aligned}
$$

where $\xi=\xi_{n}(y) \in(n, n+1)$. Using $0=\operatorname{Si}(0) \leqslant \operatorname{Si}(x) \leqslant \operatorname{Si}(\pi)=1.85 \ldots$ for $x \geqslant 0$, we obtain

$$
\begin{aligned}
\left|B_{j}\right| & \leqslant\left|\int_{K+1}^{\left[x_{j}\right]+1} \frac{1}{y} \sin \left(\frac{x_{j}}{y}\right) d y\right|+\sum_{n=K+1}^{\left[x_{j}\right]}\left(\frac{1}{n^{2}}+\frac{x_{j}}{n^{3}}\right) \\
& \leqslant\left|\operatorname{Si}\left(\frac{x_{j}}{K+1}\right)-\operatorname{Si}\left(\frac{x_{j}}{\left[x_{j}\right]+1}\right)\right|+\frac{\pi^{2}}{6}+x_{j} \sum_{n=K+1}^{\infty} \frac{1}{n^{3}} \\
& \leqslant \operatorname{Si}(\pi)+\frac{\pi^{2}}{6}+\frac{x_{j}}{2 K^{2}} \leqslant \operatorname{Si}(\pi)+\frac{\pi^{2}}{6}+\frac{(4 K+3) \pi}{4 K} \leqslant C_{1} .
\end{aligned}
$$

Next, we set $A_{j}=a_{j}+a_{j}^{*}$ with

$$
a_{j}=\sum_{\substack{n=1 \\ n \mid K}}^{K} \frac{1}{n} \sin \left(\frac{x_{j}}{n}\right) \quad \text { and } \quad a_{j}^{*}=\sum_{\substack{n=1 \\ n \nmid}}^{K} \frac{1}{n} \sin \left(\frac{x_{j}}{n}\right) \text {. }
$$

If $n \mid K$, then $(4 j+3) K / n$ is of the form $4 p+3(p \in \mathbf{Z})$, so that $\sin \left(x_{j} / n\right)=-1$. This implies

$$
a_{1}=\ldots=a_{K}=-\sum_{\substack{n=1 \\ n \mid K}}^{K} \frac{1}{n} .
$$

Further,

$$
\begin{equation*}
-a_{1} \geqslant \sum_{\substack{q=1 \\ q \in M}}^{4 k+1} \frac{1}{q}=\sum_{n=1}^{4 k+1} \frac{N(n)-N(n-1)}{n} \geqslant \sum_{n=1}^{4 k} \frac{N(n)}{n(n+1)} \tag{2.8}
\end{equation*}
$$

Applying (2.5) we conclude from (2.8):

$$
\begin{aligned}
-a_{1} & \geqslant \frac{1}{2}+C^{*} \sum_{n=2}^{4 k} \frac{1}{(n+1) \sqrt{\log n}} \\
& \geqslant \frac{1}{2}+C^{*} \int_{3}^{4 k+2} \frac{d x}{x \sqrt{\log x}}=\frac{1}{2}+2 C^{*}(\sqrt{\log (4 k+2)}-\sqrt{\log 3})
\end{aligned}
$$

This shows that there exists a constant $C_{2}>0$ independent of $k$ such that

$$
\begin{equation*}
a_{1} \leqslant-C_{2} \sqrt{\log k} \tag{2.9}
\end{equation*}
$$

Setting $x=K \pi /(2 n)$ we have

$$
2 \sin (2 x) \sin ((4 j+3) x)=\cos ((4 j+1) x)-\cos ((4 j+5) x) .
$$

Summing yields

$$
2 \sin (2 x) \sum_{j=1}^{K} \sin \left(\frac{x_{j}}{n}\right)=\cos (5 x)-\cos ((4 K+5) x)
$$

Let $1<n \leqslant K$ and $n \nmid K$. Then

$$
\begin{equation*}
\left|\sum_{j=1}^{K} \sin \left(\frac{x_{j}}{n}\right)\right| \leqslant \frac{1}{|\sin (2 x)|}=\frac{1}{|\sin (K \pi / n)|} \tag{2.10}
\end{equation*}
$$

We can write $K=n d+r$ with $1 \leqslant r<n$. This leads to

$$
\begin{equation*}
|\sin (K \pi / n)|=\sin (r \pi / n) \geqslant \sin (\pi / n) \geqslant 2 / n . \tag{2.11}
\end{equation*}
$$

Applying (2.10) and (2.11) we get

$$
\begin{equation*}
\sum_{j=1}^{K} a_{j}^{*}=\sum_{\substack{n=1 \\ n \nmid K}}^{K} \frac{1}{n} \sum_{j=1}^{K} \sin \left(\frac{x_{j}}{n}\right) \leqslant \sum_{\substack{n=1 \\ n \nmid K}}^{K} \frac{1}{n} \cdot \frac{n}{2} \leqslant \frac{K}{2} \tag{2.12}
\end{equation*}
$$

From (2.9) and (2.12) we obtain

$$
\frac{1}{K} \sum_{j=1}^{K} A_{j}=a_{1}+\frac{1}{K} \sum_{j=1}^{K} a_{j}^{*} \leqslant a_{1}+\frac{1}{2} \leqslant \frac{1}{2}-C_{2} \sqrt{\log k}
$$

This reveals that for at least one $j_{k} \in\{1, \ldots, K\}$ we have $A_{j_{k}} \leqslant(1 / 2)-C_{2} \sqrt{\log k}$. This result combined with (2.7) gives that there exists a constant $C_{3}>0$ independent of $k$ such that $H_{*}\left(x_{j_{k}}\right)=A_{j_{k}}+B_{j_{k}} \leqslant C_{3}-C_{2} \sqrt{\log k}$. The proof of Theorem 2.1 is complete.

Let $\left(j_{k}\right)$ be the sequence given in Theorem 2.1 and let $x_{j_{k}}=\left(4 j_{k}+3\right) K(k) \pi / 2$. From (2.6) we get

$$
x_{j_{k}} \leqslant(4 K+3) K \frac{\pi}{2} \quad \text { and } \quad K<(4 k+1)^{4 k+1},
$$

which implies that there exists a number $k_{0} \in \mathbf{N}$ such that for all $k \geqslant k_{0}$ :
$\log \log x_{j_{k}} \leqslant 2 \log k$.
Since $H^{*}$ is bounded on $[0, \infty)$, we get for $k \geqslant k_{0}$ :

$$
\begin{equation*}
H\left(x_{j_{k}}\right)=H_{*}\left(x_{j_{k}}\right)+H^{*}\left(x_{j_{k}}\right) \leqslant-C \sqrt{\log \log x_{j_{k}}}, \tag{2.13}
\end{equation*}
$$

where $C>0$ is a constant independent of $k$ and $\lim _{k \rightarrow \infty} x_{j_{k}}=\infty$.

## 3. Proof of Theorem 1.1

Let $\Phi_{m}(x)=-x^{m} \psi^{(m)}(x)$. In order to establish Theorem 1.1 we make use of the following integral formula, which is given in [5]:

$$
\Phi_{m}^{(m)}(x)=\int_{0}^{\infty} e^{-x t} t^{m} f_{m}(t) d t
$$

where

$$
\begin{equation*}
f_{m}(x)=\frac{d^{m}}{d x^{m}} \frac{x^{m}}{1-e^{-x}} \tag{3.1}
\end{equation*}
$$

We show that there exists an integer $m_{0}$ such that for all $m \geqslant m_{0}$ the function $f_{m}$ attains negative values on $(0, \infty)$, although $f_{m}(x) \geqslant 0$ for $x \geqslant 2 \log 2, m=1,2, \ldots$. See the appendix.

The generating function for the Bernoulli numbers yields for $|x|<2 \pi$ :

$$
\frac{x}{1-e^{-x}}=\frac{x}{e^{x}-1}+x=1+\frac{x}{2}+\sum_{k=2}^{\infty} \frac{B_{k}}{k!} x^{k}
$$

Using the Pochhammer symbol $(a)_{k}=a(a+1) \cdots(a+k-1)$ we obtain

$$
f_{m}(x)=\frac{m!}{2}+\sum_{k=2}^{\infty} \frac{B_{k}}{k!}(k)_{m} x^{k-1}
$$

and since $B_{2 k+1}=0$ for $k \geqslant 1$, we get

$$
\begin{equation*}
f_{m}(x)=\frac{m!}{2}+\sum_{k=1}^{\infty} \frac{B_{2 k}}{(2 k)!}(2 k)_{m} x^{2 k-1} \tag{3.2}
\end{equation*}
$$

Thus, for $|x|<2 m \pi$ :

$$
\begin{equation*}
\frac{1}{m!} f_{m}\left(\frac{x}{m}\right)=\frac{1}{2}+\sum_{k=1}^{\infty} \frac{B_{2 k}}{(2 k)!} \frac{(2 k)_{m}}{m^{2 k-1} m!} x^{2 k-1} \tag{3.3}
\end{equation*}
$$

Let $k \geqslant 1$ be a fixed integer. Since

$$
\lim _{m \rightarrow \infty} \frac{(2 k)_{m}}{m^{2 k-1} m!}=\frac{1}{(2 k-1)!}
$$

we conclude that formally the expression on the right-hand side of (3.3) converges to

$$
\frac{1}{2}+\sum_{k=1}^{\infty} \frac{B_{2 k}}{(2 k)!} \frac{x^{2 k-1}}{(2 k-1)!}=s(x), \quad \text { say } .
$$

To give a rigorous proof of

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{m!} f_{m}\left(\frac{x}{m}\right)=s(x) \tag{3.4}
\end{equation*}
$$

we fix $A>0$ and prove the uniform convergence for complex numbers $x$ with $|x| \leqslant A$. Let $N \in \mathbf{N}$ such that $A<2 N \pi$ and let $|x| \leqslant A$. Then we get for $m \geqslant N$ that $|x / m| \leqslant A / N<2 \pi$. We have for $k \in \mathbf{N}$ :

$$
\frac{(m+1)_{2 k-1}}{m^{2 k-1}}=\prod_{j=1}^{2 k-1}\left(1+\frac{j}{m}\right) \leqslant \prod_{j=1}^{2 k-1}\left(1+\frac{j}{N}\right)=\frac{(N+2 k-1)!}{N!N^{2 k-1}}
$$

This leads to

$$
\frac{\left|B_{2 k}\right|}{(2 k)!} \frac{(m+1)_{2 k-1}}{m^{2 k-1}} \frac{|x|^{2 k-1}}{(2 k-1)!} \leqslant \frac{\left|B_{2 k}\right|}{(2 k)!} \frac{(N+2 k-1)!}{N!(2 k-1)!}\left(\frac{A}{N}\right)^{2 k-1}=c_{k}, \quad \text { say. }
$$

Using

$$
\lim _{k \rightarrow \infty} \sqrt[2 k]{\frac{\left|B_{2 k}\right|}{(2 k)!}}=\frac{1}{2 \pi} \quad \text { and } \quad \lim _{k \rightarrow \infty} \sqrt[2 k]{\frac{(2 k+N-1)!}{(2 k-1)!}}=1
$$

we obtain

$$
\lim _{k \rightarrow \infty} \sqrt[2 k]{c_{k}}=\frac{A}{2 N \pi}<1
$$

which implies that $\sum_{k=1}^{\infty} c_{k}$ is convergent. Let $\varepsilon>0$. We choose $k_{0} \in \mathbf{N}$ such that

$$
\begin{equation*}
\sum_{k=k_{0}}^{\infty} c_{k}<\varepsilon \quad \text { and } \quad \sum_{k=k_{0}}^{\infty} \frac{\left|B_{2 k}\right|}{(2 k)!} \frac{A^{2 k-1}}{(2 k-1)!}<\varepsilon \tag{3.5}
\end{equation*}
$$

Then we get

$$
\begin{equation*}
\left|\frac{1}{m!} f\left(\frac{x}{m}\right)-s(x)\right| \leqslant\left(\sum_{k=1}^{k_{0}-1}+\sum_{k=k_{0}}^{\infty}\right) \frac{\left|B_{2 k}\right|}{(2 k)!}\left|\frac{(m+1)_{2 k-1}}{m^{2 k-1}}-1\right| \frac{|x|^{2 k-1}}{(2 k-1)!} \tag{3.6}
\end{equation*}
$$

The second sum in (3.6) can be majorized by the two series given in (3.5) with sum less than $2 \varepsilon$. The first sum converges uniformly to zero, so it is less than $\varepsilon$ for sufficiently large $m$.

Let $H$ be the function defined in (2.1). Inserting Euler's formula $\zeta(2 k)=(-1)^{k-1}$ $B_{2 k} 2^{2 k-1} \pi^{2 k} /(2 k)!(k \in \mathbf{N})$ in expression (2.2), we obtain the identity

$$
\begin{equation*}
\frac{1}{2}+\frac{1}{\pi} H\left(\frac{x}{2 \pi}\right)=s(x) \tag{3.7}
\end{equation*}
$$

which shows that $H(x)$ is bounded below by $-\pi / 2$ for positive $x$ if and only if $s(x) \geqslant 0$ for $x>0$. It follows from (2.13) and (3.7) that $s$ attains negative values on $(0, \infty)$. We further claim that the conjecture of Clark and Ismail is equivalent to $s(x) \geqslant 0$ for $x>0$. In fact, if $\Phi_{m}^{(m)}$ is completely monotonic for all $m$, then $f_{m}$ is non-negative on $(0, \infty)$ for all $m$, so that (3.4) yields $s(x) \geqslant 0$ for $x>0$. Conversely, if $s(x) \geqslant 0$ for $x>0$, then the formulas

$$
\begin{equation*}
f_{m}(x)=\int_{0}^{\infty} e^{-t} t^{m} s(x t) d t, \quad|x|<2 \pi \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{m}(x) \geqslant 0, \quad x \geqslant 2 \log 2, \tag{3.9}
\end{equation*}
$$

which are proved in the appendix, imply that $f_{m}$ is non-negative on $(0, \infty)$, so that $\Phi_{m}^{(m)}$ is completely monotonic.

## 4. Remarks and open problems

(1) Computer experiments suggest that $f_{m}$ is non-negative on the interval $(0,2 \log 2)$ for $m=17, \ldots, 40$. We conjecture that the smallest positive integer $m^{*}$ such that $f_{m^{*}}$ attains negative values is 'rather large'. In particular, it remains an open problem to determine all positive integers $m$ such that $\Phi_{m}^{(m)}$ is completely monotonic.
(2) We define for $\alpha \in \mathbf{R}$ and $m \in \mathbf{N}$ :

$$
\begin{equation*}
\Delta_{\alpha, m}(x)=x^{\alpha}\left|\psi^{(m)}(x)\right|, \quad x>0 \tag{4.1}
\end{equation*}
$$

Since the product of completely monotonic functions is also completely monotonic, we obtain: if $\alpha \leqslant 0$ and $m \in \mathbf{N}$, then $\Delta_{\alpha, m}$ is completely monotonic. Next, let $\alpha>0$ and let $\Delta_{\alpha, m}$ be completely monotonic. Then we get for $x>0$ :

$$
x^{m+1-\alpha} \Delta_{\alpha, m}^{\prime}(x)=\alpha x^{m}\left|\psi^{(m)}(x)\right|-x^{m+1}\left|\psi^{(m+1)}(x)\right| \leqslant 0
$$

We have

$$
\begin{equation*}
\lim _{x \rightarrow \infty} x^{k}\left|\psi^{(k)}(x)\right|=(k-1)!, \quad k \in \mathbf{N} \tag{4.2}
\end{equation*}
$$

(see [1, p. 260]), so that we obtain $(m-1)!(\alpha-m) \leqslant 0$ or $\alpha \leqslant m$. However, Theorem 1.1 and the identity

$$
(-1)^{n}\left(\Phi_{m}^{(m)}\right)^{(n)}=(-1)^{n+m} \Delta_{m, m}^{(m+n)}, \quad n \geqslant 0, m \geqslant 1,
$$

reveal that for large $m$ the inequality $\alpha \leqslant m$ is not a sufficient condition for the complete monotonicity of $\Delta_{\alpha, m}$. It is an open problem to determine all $(\alpha, m) \in \mathbf{R}^{+} \times \mathbf{N}$ such that $\Delta_{\alpha, m}$ is completely monotonic.
(3) For all real numbers $\alpha$ and positive integers $m$ we have: the function $\Delta_{\alpha, m}$ (as defined in (4.1)) is not absolutely monotonic.

To prove this we assume (for a contradiction) that there exist a real number $\alpha$ and a positive integer $m$ such that $\Delta_{\alpha, m}$ is absolutely monotonic. We set $\Delta=\Delta_{\alpha, m}$. Using

$$
\lim _{x \rightarrow 0} x^{k+1}\left|\psi^{(k)}(x)\right|=k!, \quad k \in \mathbf{N}
$$

(see [1, p. 260]), we obtain

$$
\begin{equation*}
\lim _{x \rightarrow 0} x^{m+2-\alpha} \Delta^{\prime}(x)=m!(\alpha-m-1) \geqslant 0 \tag{4.3}
\end{equation*}
$$

Let $p=[\alpha]+1-m$. From (4.3) we conclude that $p>1$. Applying the Leibniz rule we get

$$
\Delta^{(p)}(x)=\sum_{j=0}^{p}\binom{p}{j}(-1)^{p-j}(\alpha-j+1)_{j} x^{\alpha-j}\left|\psi^{(p+m-j)}(x)\right| .
$$

Let $0 \leqslant j \leqslant p$. Then $0 \leqslant \alpha-j<p+m-j$, so that (4.2) gives

$$
\lim _{x \rightarrow \infty} x^{\alpha-j}\left|\psi^{(p+m-j)}(x)\right|=0
$$

This implies that $\lim _{x \rightarrow \infty} \Delta^{(p)}(x)=0$. By assumption, $\Delta^{(p+1)}(x) \geqslant 0$ for $x>0$. Hence, $\Delta^{(p)}$ is increasing on $(0, \infty)$, which leads to $\Delta^{(p)}(x) \leqslant 0$ for $x>0$. Thus, $\Delta^{(p)} \equiv 0$ on $(0, \infty)$, so that we obtain $x^{\alpha}\left|\psi^{(m)}(x)\right|=Q(x)$, where $Q$ is a polynomial of degree $r \leqslant p-1$. Differentiation gives

$$
\begin{equation*}
\alpha-x \frac{\left|\psi^{(m+1)}(x)\right|}{\left|\psi^{(m)}(x)\right|}=x \frac{Q^{\prime}(x)}{Q(x)} . \tag{4.4}
\end{equation*}
$$

Applying (4.2) we conclude from (4.4) that $\alpha=m+r$. Hence,

$$
x^{m}\left|\psi^{(m)}(x)\right|=\sum_{j=0}^{r} a_{j} x^{-j}, \quad \text { say } .
$$

But this contradicts the (uniquely determined) asymptotic expansion

$$
x^{m}\left|\psi^{(m)}(x)\right| \sim(m-1)!+\frac{m!}{2 x}+\sum_{k=1}^{\infty} B_{2 k} \frac{(2 k+m-1)!}{(2 k)!} x^{-2 k}, \quad x \rightarrow \infty
$$

See [1, p. 260].
(4) Let $G_{m}(x)=x^{m} \psi(x)$. In Section 1 we mentioned that $G_{m}^{(m+1)}$ is completely monotonic for all $m \in \mathbf{N}$. This result can be generalized. Let $m, n \in \mathbf{N}$. The function $G_{m}^{(n)}$ is completely monotonic if and only if $n>m$ and $m+n$ is odd.

Using the Leibniz rule and the recurrence formula $\psi^{(k)}(x+1)=\psi^{(k)}(x)+(-1)^{k} k!x^{-k-1}$ we obtain for $1 \leqslant n \leqslant m$ and $x>0$ :

$$
\begin{aligned}
x^{n-m} G_{m}^{(n)}(x)= & (m-n+1)_{n} \psi(x+1)-(m-n)_{n} \frac{1}{x} \\
& +\sum_{j=0}^{n-1}\binom{n}{j}(m-j+1)_{j} x^{n-j} \psi^{(n-j)}(x+1) .
\end{aligned}
$$

This leads to

$$
\begin{equation*}
\lim _{x \rightarrow 0} x^{n-m+1} G_{m}^{(n)}(x)=-(m-n)_{n}, \quad 1 \leqslant n<m \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow 0} G_{m}^{(m)}(x)=-\gamma m! \tag{4.6}
\end{equation*}
$$

where $\gamma=0.57721 \ldots$ denotes Euler's constant. And, if $n>m$, then we get for $N \geqslant 0$ and $x>0$ :

$$
\begin{equation*}
(-1)^{N}\left(G_{m}^{(n)}(x)\right)^{(N)}=(-1)^{m+n+1}(N+n)!\sum_{k=1}^{\infty} \frac{k^{m}}{(x+k)^{N+n+1}} \tag{4.7}
\end{equation*}
$$

See [5]. From (4.5) and (4.6) we conclude that if $1 \leqslant n \leqslant m$, then $G_{m}^{(n)}$ is not completely monotonic. And (4.7) implies that if $n>m$, then $G_{m}^{(n)}$ is completely monotonic if and only if $m+n$ is odd.

## Appendix

The Laguerre polynomial $L_{m}$ of degree $m$ is defined by

$$
L_{m}(x)=\frac{e^{x}}{m!} \frac{d^{m}}{d x^{m}}\left(e^{-x} x^{m}\right)=\sum_{k=0}^{m}\binom{m}{k} \frac{(-1)^{k}}{k!} x^{k}
$$

We get

$$
e^{-k x} L_{m}(k x)=\frac{1}{m!} \frac{d^{m}}{d x^{m}}\left(e^{-k x} x^{m}\right)
$$

This yields the following connection to $f_{m}$, as given in (3.1):

$$
f_{m}(x)=m!\sum_{k=0}^{\infty} e^{-k x} L_{m}(k x), \quad x>0
$$

By an inequality due to Szegö (see [14, p. 168]) we have $\left|L_{m}(x)\right| \leqslant e^{x / 2}$ for $x \geqslant 0$, so that we obtain for $x>0$ :

$$
\left|\sum_{k=1}^{\infty} e^{-k x} L_{m}(k x)\right| \leqslant \sum_{k=1}^{\infty}\left(e^{-x / 2}\right)^{k}=\frac{e^{-x / 2}}{1-e^{-x / 2}}
$$

The right-hand side is $\leqslant 1$ if and only if $x \geqslant 2 \log 2$, so that $L_{m}(0)=1$ implies that $f_{m}(x) \geqslant 0$ for $x \geqslant 2 \log 2$, as claimed in (3.9).

For $|x|<2 \pi$ we have the power series expansion (3.2) for $f_{m}(x)$, and inserting Euler's formula for $\zeta(2 k)$ we obtain

$$
f_{m}(x)=\frac{\Gamma(m+1)}{2}+\frac{1}{\pi} \sum_{k=1}^{\infty}(-1)^{k-1} \frac{\zeta(2 k)}{(2 k-1)!} \Gamma(m+2 k)\left(\frac{x}{2 \pi}\right)^{2 k-1}
$$

Using Euler's integral for the gamma function, interchanging sum and integral, and applying (3.7) we get

$$
f_{m}(x)=\int_{0}^{\infty} e^{-t} t^{m}\left(\frac{1}{2}+\frac{1}{\pi} H\left(\frac{x t}{2 \pi}\right)\right) d t=\int_{0}^{\infty} e^{-t} t^{m} s(x t) d t
$$

which proves (3.8). We remark that the interchanging is allowed by dominated convergence because $|x|<2 \pi$ and inequality (2.3) holds.
An examination of the function $f_{m}$ shows that $f_{m}(x)$ starts as an increasing function at $x=0$ with $f_{m}(0)=m!/ 2, f_{m}^{\prime}(0)=(m+1)!/ 12$, and it oscillates crossing the line $y=m$ ! a number of times. It approaches $m!$ from above or below depending on the parity of $m$ for $x \rightarrow \infty$. Computer experiments suggest that it crosses $m-1$ times. The oscillation close to $x=0$ becomes very wild as $m$ becomes very large. In fact, the oscillation of $H(x)$ and hence of $s(x)$ for large $x$ is reflected in the oscillation of $f_{m}(x)$ for $x$ close to zero because of (3.4).

Using the power series expansion of $s$ we obtain easily

$$
\int_{0}^{\infty} e^{-x t} s(t) d t=\frac{1}{x\left(1-e^{-1 / x}\right)}-1, \quad x>0
$$
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